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Abstract 

Core-needle biopsy (CNB) plays a vital role in the initial diagnosis of breast cancer. However, the complex 
tissue processing and global shortage of pathologists have hindered traditional histopathology from timely 
diagnosis on fresh biopsies. In this work, we developed a full digital platform by integrating label-free stimulated 
Raman scattering (SRS) microscopy with weakly-supervised learning for rapid and automated cancer diagnosis 
on un-labelled breast CNB.  
Methods: We first compared the results of SRS imaging with standard hematoxylin and eosin (H&E) staining 
on adjacent frozen tissue sections. Then fresh unprocessed biopsy tissues were imaged by SRS to reveal 
diagnostic histoarchitectures. Next, weakly-supervised learning, i.e., the multi-instance learning (MIL) model 
was conducted to evaluate the ability to differentiate between benign and malignant cases, and compared with 
the performance of supervised learning model. Finally, gradient-weighted class activation mapping (Grad-CAM) 
and semantic segmentation were performed to spatially resolve benign/malignant areas with high efficiency.  
Results: We verified the ability of SRS in revealing essential histological hallmarks of breast cancer in both thin 
frozen sections and fresh unprocessed biopsy, generating histoarchitectures well correlated with H&E staining. 
Moreover, we demonstrated that weakly-supervised MIL model could achieve superior classification 
performance to supervised learnings, reaching diagnostic accuracy of 95% on 61 biopsy specimens. 
Furthermore, Grad-CAM allowed the trained MIL model to visualize the histological heterogeneity within the 
CNB. 
Conclusion: Our results indicate that MIL-assisted SRS microscopy provides rapid and accurate diagnosis on 
histologically heterogeneous breast CNB, and could potentially help the subsequent management of patients. 
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Introduction 
Breast cancer has become the most prevalent 

type of cancer and the leading cause of cancer-related 
death among women globally, accounting for ~25% of 

cancer cases and ~15% of cancer death in female 
patients [1, 2]. Accurate diagnosis is critical for the 
treatment and prognosis of breast cancer [3]. 
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Percutaneous large core-needle biopsy (CNB) is a 
widely used practical approach for the initial 
diagnosis of breast cancer, especially for the clinically 
occult and nonpalpable breast lesions. CNB usually 
obtains tissue samples from suspected areas through a 
hollow core needle under the guidance of stereotactic 
mammography or ultrasound, which has been a 
commonly accepted alternative to open surgical 
biopsy with reduced trauma [4]. Timely and precise 
histopathological evaluation of breast biopsy is 
important for the subsequent management of 
patients, yet it remains technically challenging. 

Conventionally, H&E staining on biopsy tissues 
is required to provide the gold-standard histopatho-
logical information, including the cellular and nuclei 
morphology and extracellular tissue patterning [5]. 
However, the series of time-consuming tissue 
preparation process is incompetent for rapid 
diagnosis on freshly excised CNB to provide timely 
medical guidance [6]. In addition, the workflow of 
human-based diagnosis not only suffers from the 
shortage of professional pathologists, but also 
introduces inter-pathologist variation in grading 
different tumor subtypes [7-9]. To reduce the burden 
of pathologists and obtain more objective diagnostic 
results, various machine-learning based classifiers 
have been developed for digital histopathology and 
automated disease grading [10-13]. Therefore, an ideal 
platform for breast biopsy histopathology would 
expect the combination of rapid imaging technique 
with minimum tissue processing and automated 
diagnosis algorithm with high efficiency and 
accuracy.  

  Raman scattering has been well-known as a 
powerful spectroscopic tool for the detection and 
analysis of biological specimens and disease tissues, 
including breast cancer diagnosis [14-17]. However, 
while conventional spontaneous Raman scattering is 
superior in spectral analysis, its intrinsic weak 
scattering efficiency prevents the biomedical 
applications in rapid imaging. Stimulated Raman 
scattering (SRS) overcomes such limitation by 
coherent excitation of molecular bond vibrations with 
preserved spectral fingerprints, enabling high speed, 
high chemical specific and three-dimensional imaging 
for various research fields [18-21]. For label-free 
histology, SRS microscopy is able to provide 
histological information similar to traditional H&E, 
while bypassing the complex tissue sectioning or 
staining processes [22-28]. It has demonstrated 
remarkable potentials in rapid histology for various 
types of human tissues and diseases, including brain 
tumor, laryngeal carcinoma, gastrointestinal tumor, 
pancreatic tumor and neurodegenerative disease, etc. 
[25, 29-35]. The acquired chemical species commonly 

include lipid and protein imaged by SRS, and collagen 
fibers taken by second harmonic generation (SHG) 
[31, 36]. On the other hand, various machine-learning 
models have been applied on SRS images for the 
analysis, classification and segmentation of tumor 
histopathology [29, 30, 37-39]. Notably, Orringer et al. 
reported computer-aided diagnosis of brain tumors 
based on feature extractions [29], and convolutional 
neural networks (CNN) under supervised learning 
with homogeneously labelled histological classes as 
training datasets [30, 38, 39]. And the classifications 
mostly rely on the area percentage of the predicted 
subgroup with a threshold (close to 50%) to reach a 
diagnostic result of the whole tissue slide. While this 
method works fine for relatively homogenous tissues 
such as brain, it may no longer be valid for breast 
biopsy because of the large tissue heterogeneity with 
significant amount of non-diagnostic tissues such as 
collagen fibers and adipocytes, which could vary 
drastically among specimens. 

In contrast to the above statistics-based 
classification in supervised learnings, the diagnostic 
criteria of a true pathologist usually rely on the 
existence of only a few cancerous sites to rate the 
whole slide as cancer. Following a similar rule, 
weakly supervised learning algorithms may be more 
suited for our case [40-43]. One of such algorithms is 
the multi-instance learning (MIL), which treats the 
whole slide image (WSI) of each patient as a single 
label, while the small patches/instances in the WSI 
are not labelled. This is distinctly different from 
supervised learnings where each patch is considered 
as individual label [44-47]. Moreover, the 
interpretability and visualization of the deep-learning 
networks are essential for clinical applications, e.g., 
annotated histological results incorporating heatmap 
and attention mechanism would assist pathologists to 
locate important regions of interest (ROI) [48-52]. 
Classic semantic segmentation algorithms require 
precise labeling at the pixel level, which is challenging 
in most cases, especially for SRS imaging on fresh 
tissues without corresponding H&E slides to provide 
pixel-level labeling. Although there have been a 
number of algorithms that provide deep network 
interpretability [53-57], they mostly rely on the 
outputs of specific neurons with non-intuitive 
visualizations. In contrast, visualization algorithm 
based on weakly supervised learning can achieve 
cost-effective pixel-level morphological localization 
without the need of pixel-level labels. For instance, 
gradient-weighted class activation mapping 
(Grad-CAM) is able to produce heatmaps to highlight 
ROIs related to the corresponding classes [55, 56]. 

In this study, we designed a 3-step end-to-end 
SRS image diagnosis pipeline which includes: (1) SRS 
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image acquisition on breast core-needle biopsy 
tissues; (2) MIL based image classification and 
diagnosis, by slicing the training dataset into small 
patches/tiles to train the deep neural network; (3) 
Image visualization based on Grad-CAM algorithm. 
Our results proved that SRS microscopy is able to 
capture the main diagnostic features in frozen section 
and fresh biopsy tissue of breast cancer. The 
weakly-supervised MIL model based on 61 biopsy 
tissues could reach diagnostic accuracy of 95%, higher 
than conventional supervised learning model. 
Furthermore, Grad-CAM based visualization and 
segmentation was realized to locate benign and 
malignant tissue areas. 

Methods 
Sample preparation 

All patients recruited in this study underwent 
ultrasound guided 14-gauge CNB or vacuum-assisted 
stereotactic CNB procedures at Fudan University 
Shanghai Cancer Center (FUSCC). Informed written 
consent was approved by FUSCC Ethics Committee 
(No. 050432-4-1911D). Multiple biopsy tissues from 
the same patient were obtained, one of which was 
delivered to the microscopy lab for label-free SRS 
imaging, and the rest specimens were sent for H&E 
histopathology, which served as the ground truth for 
the diagnostic result. For SRS imaging, 61 biopsy 
samples from 59 patients with diagnostic significance 
were collected, including 26 benign patients and 33 
malignant patients, most of them provided one CNB 
sample each, except for two malignant patients (M19 
and M20) who provided two biopsy samples each 
(Table S1). Fresh CNB tissues were sealed between 
two coverslips and a perforated glass slide (~0.7 mm 
thickness, ~ 8 mm diameter hole) for direct SRS 
imaging. For imaging frozen sections, thin sections of 
~20 µm thicknesses were used for SRS imaging 
without further processing, and adjacent ~5 µm thick 
sections were sent for H&E staining. 

SRS microscopy 
Figure 1 illustrates the experimental design of 

the work. The optical apparatus of our home-built 
nonlinear optical microscope is shown in Figure 1A 
and previous publications [26, 30]. The dual laser 
outputs are provided by a commercial femtosecond 
optical parametric oscillator (OPO, Insight DS+, 
Newport, CA). The Stokes beam is the fundamental 
1040 nm (~150 fs), and the pump beam is the tunable 
OPO output (680-1300 nm, ~ 120 fs). Both beams are 
chirped to ~2 ps by passing through long glass rods. 
The Stokes beam is modulated at the frequency of 20 
MHz via an electro-optical modulator (EOM). A 
motorized delay stage is used to change the Raman 

frequency using the “spectral focusing” technique. 
The combined pump and Stokes beam are focused 
onto the sample through a water immersion objective 
(UPLSAPO 60XWIR, NA 1.2 water, Olympus) of the 
laser scanning microscope (FV1200, Olympus). The 
generated SRS signal is detected by a homemade 
back-biased photodiode (PD) and demodulated by a 
lock-in amplifier (LIA) (HF2LI, Zurich Instruments). 
Second harmonic generation (SHG) signal from 
collagen is collected by the same objective and 
detected by a photomultiplier tube (PMT) with a 
bandpass filter at 520/10 nm. Laser powers at the 
samples are kept around 30 mW and 40 mW for the 
pump and Stokes beam, respectively. The pixel dwell 
time is ~2 μs, and the time to digitize an 
high-resolution (~350 nm lateral resolution) image of 
a field of view (FOV, ~180 × 180 μm, 512 × 512 pixels) 
is ~1 s with multi-channel (2845 cm-1 and 2930 cm-1 for 
SRS, plus one SHG channel) parallel detection [26].  

Data preprocessing 
The Raman shifts at 2845 cm-1 and 2930 cm-1 

were applied to obtained the lipid and protein SRS 
images by linear decomposition algorithm based on 
their spectral differences at the two wavenumbers [23, 
25]. A composite image was generated by merging the 
three-channel images: protein channel in blue; lipid 
channel in green; collagen channel of SHG signal in 
red. Stitching and tiling was employed to generate the 
SRS image of the whole breast biopsy-WSI, which 
usually took ~10-20 min to finish the whole slide. All 
instances were generated by splitting the WSI with a 
grid size of 450× 450 pixels. These sliced tiles were 
used as the input patches for training our model. All 
patches from WSI were retained, including the tissue 
areas and empty spaces. No additional data 
processing algorithm was involved in preparing the 
dataset. 

MIL based CNN model 
Our weakly supervised classification method 

based on deep CNN model was trained under MIL 
assumption [46, 58-59], and the training process was 
illustrated in Figure 1B. ResNeXt50(32X4d) was used 
as the deep CNN model to provide the inference 
probability [60, 61]. Max-pooling function was used to 
aggregate the scores of all the instances as a standard 
MIL pooling layer. Each WSI from our dataset can be 
recognized as a bag consisting of a number of 
instances. The malignant WSIs were marked as 
positive bags, and benign cases were marked as 
negative bags. Positive bags must process at least one 
positive instance which was predicted by the CNN 
classifier, while all the instances in negative bags must 
be classified as negative. Our model gave a high 
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probability score close to 1 to the top-ranked instance 
in positive bag, and a low probability score close to 0 
to the top-ranked instance in negative bag. A single 
instance selected from each patient would not be 
enough to train the model effectively, thus top 15 
instances instead of top 1 instance were chosen as the 
max pooling result in our study. 

 The MIL-CNN model aims to predict the input 
WSI as ‘negative’ or ‘positive’. In the training process, 
the patches were randomly cropped, rotated, and 
mirrored to increase the size of training dataset. Color 
normalization for each instance was also performed. 
In the test step, all the instances of each WSI were fed 
directly into the trained model after color 
normalization. In order to reduce the effect caused by 
unbalanced ratio of positive and negative data size, 
focal loss function was utilized. Adam optimizer was 
used to optimize the objective function (loss function), 
giving specific parameters such as the weight decay, 

learning rate and exponential decay rates as shown in 
Table S2. The batch sizes of both training and test sets 
were set to 32. Epoch step was set to 200.  

Due to the limited size of our patient dataset, 
5-fold cross validation and three repetitions were 
applied to train and test our model. The 5-fold dataset 
was divided into training and test sets at patient level, 
meaning that the patches from the same patient do 
not appear in both the training and test sets. Data 
partition was randomly varied in these three 
repetitions with different names: 1-split, 2-split and 
3-split. Performances of the models were 
demonstrated by averaging the results of the 5 
validation datasets and their corresponding standard 
errors. In order to compare the performances of 
different deep-learning models, classification 
accuracy, precision, recall, F-score and the area under 
the receiver operating characteristic (ROC) curve were 
calculated as our model metrics [62]. Performances 

 

 
Figure 1. Schematics of the experimental design. (A) Imaging breast core-needle biopsy with SRS microscopy, generating distributions of lipid, protein and collagen fibers. 
DM: dichroic mirror; PD: photodiode; PMT: photomultiplier tube; FL: optical filter. (B) Implementation of the multi-instance learning (MIL) algorithm. The whole-slide SRS image 
as the training bag was sliced into small patches, and sent into ResNeXt model to provide the ranking result based on the output probability (pink and green bars). Max pooling 
selected the highest score as the bag’s output probability to back-propagation for model optimization (green line). (C) Implementation of Grad-CAM algorithm for heatmap 
visualization. 
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between supervised learning and MIL based weakly 
supervised learning were compared using the 
aforementioned metrics.  

Training and testing were conducted via the 
advanced Python-based neural network API, 
PyTorch, with a TensorFlow backend running on four 
NVIDIA GeForce 1080 Ti graphical processing units. 

Guided gradient-weight class activation 
mapping and semantic segmentation 

Grad-CAM algorithm functioned following the 
workflow presented in the Figure 1C, the redder the 
areas in the heatmap were, the more relevant the area 
pixels were to the predicted malignancy. Vice versa 
for the blue color. It is difficult to obtain a complete 
pathological image heatmap with good visual effect 
by directly stitching the heatmap results at the patch 
level. Instead, an averaged heatmap method was 
developed in our study.  

The method to generate the averaged heatmap is 
shown in Figure S1. Take the WSI size of 1350×1350 
pixels as an illustration. The WSI bag is sliced into 
patches/instances with the patch size of 450 pixels, 
and shifted with a step size of 150 pixels. Based on 
these patches, Grad-CAM was employed to obtain the 
heatmap result of each input patch, and the weight 
value of each pixel is calculated as the mean value 
over the times each grid is repeated in the model. The 
same method was applied for semantic segmentation 
to calculate the distribution of prediction probability. 
In order to achieve best average results, the final 
heatmap results in our work are shown with a step 
size of 50 pixels. 

Results and Discussion 
SRS reveals histological features in frozen 
breast tissue sections  

Breast CNB specimens were imaged with SRS 
microscopy to map out the distributions of lipid, 
protein and collagen fibers. In order to obtain direct 
comparison between SRS and H&E in revealing 
important histoarchitectures of breast tissues, we first 
performed imaging of the two modalities on adjacent 
thin frozen tissue sections, one of which was imaged 
with SRS without further processing and the other 
was sent for H&E staining (Figure 2). Figure 2A shows 
the typical results of paired SRS and H&E on a biopsy 
tissue of breast invasive ductal carcinoma. The 
adjacent sections demonstrate high degrees of 
consistency at both macroscopic and microscopic 
levels, showing the capability of SRS of detecting 
breast tissue histology similar to H&E staining. In 
particular, the infiltration of tumor cells around the 
blood vessel and terminal ductal lobular units (TDLU) 

were clearly characterized. More detailed structures 
can be visualized in Figure 2B-F through the 
corresponding magnified SRS and H&E images. 
Figure 2B-C characterize key histological features of 
breast cancer, including the cancer nests and 
individual cancer cells scattered into the surrounding 
breast tissue (red arrows in Figure 2C). Normal breast 
histological features can be recognized in Figure 2D-E, 
such as the normal ducts, arterioles, and TDLU of the 
breast. As indicated by the blue arrow in Figure 2D, 
SRS can clearly reveal the double-layered structure of 
the duct: the glandular epithelium of the inner layer 
and the myoepithelium of the outer layer. Figure 2E 
imaged the infiltration of tumor cells around blood 
vessels (yellow arrow) and tumor clusters (red arrow). 
The basal membrane and ductal epithelium in the 
TDLU can also be observed by SRS, as shown by the 
red arrow in Figure 2F. 

Imaging fresh breast core-needle biopsy with 
SRS 

We preformed SRS imaging on fresh breast 
core-needle biopsy to simulate label-free 
intraoperative histological diagnosis. The key 
diagnostic features of benign (fibroadenoma) and 
malignant (ductal carcinoma in situ, DCIS) tissue are 
well resolved as shown in Figures 3 and 4. In a typical 
benign CNB specimen (Figure 3A), SRS is able to 
reveal the overall tissue histoarchitectures with 
cellular patterns and collagen fiber morphologies. At 
the microscopic level, it shows ductal epithelial 
hyperplasia with increased layers, yet the cell 
morphologies remain normal without the atypia of 
malignant cancer cells, as shown in the magnified 
view of the blue square region (Figure 3B). More 
specific microscopic structures of benign breast tissue 
can be seen in Figure 3C-E, including the usual breast 
ductal hyperplasia, TDLU, endoluminal secretions, 
and open ductal structures of lumen. 

In the malignant case (Figure 4A), SRS uncovers 
the features of cancer cells infiltrating into the 
surrounding tissues in a cord-like pattern, with 
obvious cellular atypia. The detailed histological 
hallmarks of DCIS in the highlighted square areas are 
presented in Figure 4B-F. The formation of cancer 
nests with solid-pattern tumor cells (Figure 4B), and 
cellular atypia including the pleomorphic cell 
morphology, nuclear size, and micro-clusters (Figure 
4C) could be clearly seen. Moreover, various 
additional tissue histoarchitectures of malignancy 
could be detected, such as the glandular structure of 
the carcinoma (Figure 4D), the infiltration of tumor 
cells into collagen fibers (Figure 4E), and the cord-like 
patterns of the carcinoma (Figure 4F). These results 
verified that SRS microscopy was able to identify the 
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intact histological features of fresh unprocessed breast 
biopsies without potential artifacts introduced by 
tissue freezing and sectioning processes.  

It is worth noting that the breast tissue histology 
demonstrated large heterogeneous distributions of 
biochemical components and tissue types. As shown 
in Figures 2-4, breast tissues feature the existence of 
connective tissues with abundant collagen fibers and 
sometimes lipid-rich adipocytes, which do not 

provide key histological information for cancer 
diagnosis. And the content ratio of these “non- 
diagnostic” tissues varies significantly from biopsy to 
biopsy. As a result, it is more challenging to perform 
machine-learning based diagnosis for breast cancer, 
compared to previously studied brain tumors or 
epithelium-based carcinomas with more homo-
geneous tissue histoarchitectures [29, 30]. 

 

 
Figure 2. Comparison of SRS and H&E images in adjacent frozen breast tissue sections. (A) A whole slide image of a core needle biopsy of invasive ductal carcinoma. 
Magnified areas, including (B) malignant tumor nests, (C) scattered tumor cells at the tumor boundary (red arrows), (D) normal breast ducts (blue arrows), (E) arterial vessels 
(yellow arrows) and nearby cancer cells (red arrows), (F) tumor cells infiltrating into the terminal ductal lobular units. SRS color codes: green, lipid; blue, protein; red, collagen 
fibers. scale bar: (A) 600 µm; (B-F) 60 µm. 
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Figure 3. SRS images of fresh benign breast core needle biopsy. (A) A whole slide image of fibroadenoma tissue. (B) Breast ductal hyperplasia. (C) Terminal ductal lobule 
unit. (D) Endoluminal secretions. (E) Open ductal structure of the lumen. Scale bars: (A) 600 µm; (B-E) 60 µm. 

 
Figure 4. SRS images of fresh malignant breast core needle biopsy. (A) A whole slide image of DCIS. (B) Solid pattern tumor cells. (C) Cellular atypia with diverse 
nucleus sizes. (D) The glandular structure. (E) Infiltration of tumor cells into collagen fibers. (F) Cordlike pattern of carcinoma. Scale bars: (A) 600 µm; (B-F) 60 µm. 

 

MIL based classification with improved 
performance 

To find an optimal deep learning model for 
automated breast cancer classification, we applied 

weakly supervised learnings to overcome the 
challenges in supervised learnings. It is less of an 
issue for supervised learning models to deal with 
relatively homogeneous tissues as in previous works, 
where subjective threshold of the classification 
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percentage of the patches within the WSI was 
required, which may introduce uncertainties of the 
model performance under different choices of the 
threshold value [29, 30]. Such percentage threshold 
method may become invalid for highly heterogeneous 
breast tissues, where only small portion of the 
cancerous tissue is sufficient to diagnose cancer for 
the WSI. Contrary to supervised learning, MIL relies 
on the highest likelihoods of positive instances to 
determine the overall positive label of the WSI. Hence 
the logic of MIL algorithm fits better to the diagnostic 
criteria of breast cancer.  

To evaluate the performance of MIL in the 
classification of breast biopsy, traditional supervised 
CNN (ResNeXt) and weakly supervised MIL-CNN 
models were both estimated and compared for the 
diagnosis of benign/malignancy. The performance of 
traditional CNN model depends significantly on the 
threshold values, whereas the performance of 
MIL-CNN algorithm does not (Figure 5). The results 
of prediction accuracy and precision indicate that 
supervised learning achieves the best performances at 
threshold values between 0.4-0.5, yet could hardly 
exceed 85% of accuracy and 90% of precision. In 
contrast, weakly supervised model is able to reach 

constant high accuracy of ~95% and precision of 100% 
(Figure 5A-B). The recall curves show that supervised 
CNN approaches 100% when the threshold is set 
below 0.3, but it drops rapidly as the threshold value 
increases. Whereas the recall rate of weakly 
supervised MIL maintained a stable and high value of 
~91% (Figure 5C). Moreover, the ROC curves show 
that MIL-CNN approaches the point (0,1) faster than 
supervised CNN with higher aeras under the curve 
(AUC), indicating its superior performance (Figure 
5D), which renders weakly supervised MIL model 
more reliable in diagnosing breast cancer. 

For a more direct comparison, the performances 
of the two models are summarized and listed in Table 
1, with the threshold value set to 0.5. As can be seen, 
the supervised learning model only performed well in 
precision (~90%), but all the other results are below 
80%. In stark contrast, all three repeats of MIL-CNN 
model demonstrated consistently high accuracy > 
92%, precision > 96%, AUC value > 91%, and recall 
rate of 91%. The highest evaluation results of MIL 
were marked bold in Table 1, with the best accuracy of 
95%, precision of 100%, recall of 91%, F-score of 95% 
and AUC of 95%. 

 
 
 

 
Figure 5. Comparison between weakly-supervised MIL-CNN and supervised CNN model. Dependences of the model prediction (A) accuracy, (B) precision and (C) 
recall on the threshold values. (D) ROC curves of the two models. The shades represent the standard deviation from 5-fold cross validation. 
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In practice, diverse sizes of biopsy tissues and 
unbalanced number of benign and malignant cases 
are often encountered, which is also true in our work 
as shown in the distribution of data size in all studied 
cases (Figure 6A). The number of patches/instances 
varied significantly between cases (from 147 to 1197) 
due to different tissue sizes, and the instance numbers 
for positive (35) and negative (26) bags are not 
balanced either. Nonetheless, our MIL-CNN model 
(3-split) is able to achieve high performances as 
shown in the above results (Figure 5, Table 1) and the 
confusion matrix (Figure 6B), indicating that weakly 
supervised learning is more suited for complex and 
diverse datasets. 

 

Table 1. Comparison between supervised CNN and 
weakly-supervised MIL-CNN model. The model 
performances at patient-level were evaluated on the 3-split dataset 
for comparison. Bold numbers were the highest scores for 
MIL-CNN model. All numbers are the mean values and standard 
deviations of the test dataset under 5-fold cross-validation. 

Method Accuracy Precision Recall F-score AUC 
MIL-1-split 0.95±0.05 1.00±0.00 0.91±0.08 0.95±0.04 0.95±0.05 
MIL-2-split 0.93±0.05 0.97±0.03 0.91±0.08 0.94±0.05 0.92±0.06 
MIL-3-split 0.95±0.05 1.00±0.00 0.91±0.08 0.95±0.04 0.95±0.05 
CNN-3-split 0.77±0.09 0.90±0.09 0.71±0.13 0.77±0.11 0.79±0.08 

 

Heatmap activation and segmentation of SRS 
histopathology 

Based on the optimized MIL-CNN model for 
classifying SRS images of breast biopsy, semantic 
segmentation and Grad-CAM algorithms were 
further applied to visualize the spatial distribution of 
diagnostic results generated in the last convolution 

layer of the neural network. Figure 7A displays the 
original SRS image (first row) of a fresh breast CNB, 
along with the heatmaps of highlighted cancerous 
regions (second row) and Grad-CAM activated 
regions (third row) superimposed onto the original 
image. Regions predicted as higher probability of 
cancer are colored red in the heatmaps, whereas those 
of lower probability of cancer are colored blue. The 
heatmaps and the corresponding SRS images are 
compared to evaluate the classification/activation 
efficacy. Extracellular matrix composed with 
abundant collagen fibers, lipid-rich adipocytes and 
lipid droplets are recognized as less relevant to cancer 
and appear blue in the heatmaps. Whereas the areas 
with aggregated cancer cells are labeled as cancerous 
and appear red. Several representative regions are 
magnified to show the details in Figure 7B-D. In the 
identifiable cancerous tissue areas, the model 
delineates the malignant regions in red (Figure 7B-C), 
and the heatmap activation provides a fine-grained 
visualization of the locations that are mostly 
correlated with cancer. In the areas occupied with 
dense collagen fibers without cellular structures, the 
generated heatmap appear cyan, indicating low 
correlation with cancer (Figure 7D). It is also worth 
noting that the areas filled with adipocytes (bright 
green regions at the right side of the biopsy) are 
recognized as benign. These results confirmed the 
sensitivities of Grad-CAM and segmentation 
heatmaps in the spatial identification of different 
histological classes, and indicated that MIL-CNN 
model is efficient to resolve cancerous regions to assist 
diagnosis on breast needle biopsy. 

 
 
 

 
Figure 6. Robust performance of MIL-CNN. (A) Wide distribution of the patch number of all the biopsies in the dataset. Green represents benign (negative) and red 
represents malignant (positive). (B) The confusion matrix of MIL-CNN in 3-split dataset. 
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Figure 7. Heatmap activation and segmentation of breast CNB imaged with SRS. (A) A whole slide image of a representative breast core needle biopsy, with the 
overlayed heatmap activation using Grad-CAM and semantic segmentation to identify the cancerous regions. (B-C) Magnified areas with highly activated malignancy. (D) Magnified 
non-cancer area rich in collagen. The red and blue colors of the heatmap correspond to high and low probabilities of cancer, respectively. Scale bars: (A) 600 µm; (B-D) 60 µm. 

 

Discussion and Conclusions 
Breast CNB plays an important role in the initial 

diagnosis and treatment strategy-making of breast 
cancer. To the best of our knowledge, the current 
work is the first investigation of SRS microscopy in 
the histopathological imaging and diagnosis on breast 
needle biopsy. The capability of SRS in revealing the 
key features of breast histoarchitectures in both thin 
frozen tissue sections and unprocessed fresh tissues 
proves the potential of our method for rapid 
evaluation of the core-needle specimens, and provide 
critical information for treatment strategy-making. 
Moreover, the quick and non-invasive assessment of 
the biopsy may help reduce the errors in locating the 
lesions, by rapid screening the correct specimen for 
further clinical examinations, such as histopathology, 
immunohistochemistry and genetic tests.  

Compared with other label-free tissue histologic 
imaging methods, such as autofluorescence and 
optical coherence tomography (OCT) [63], SRS 
presents better chemical specificity to identify the 
main biomolecular components of tissues. In addition 
to the lipid/protein contents, other biochemical 
components in breast tissues are also relevant to 
disease states and may be considered for further 
explorations. For instance, collagen fibers, 
microcalcifications and carotene contents are found to 
correlate with breast cancer [14, 62, 64]. Compared 
with the large number of breast cancer studies using 
spontaneous Raman spectroscopy, SRS has major 
advantages of rapid and high-resolution imaging of 
tissue morphology with decent chemical specificity. 
However, the tradeoff of these advantages is the 
sacrifice of spectroscopic information. Spontaneous 
Raman spectroscopy, on the other hand, provides 

much more spectral details for chemical analysis, but 
is difficult to obtain spatial information. As expected, 
the combination of spectral/chemical and spatial/ 
morphological information would help improve the 
diagnostic power of diseases [62], which could be 
accomplished by hyper-spectral SRS imaging at the 
cost of more data acquisition time [65]. Therefore, 
with the current SRS technology, the preferred 
method for histological imaging is to include lipid 
and protein to offer just sufficient level of diagnostic 
information similar to H&E, but with optimized 
speed for timely diagnosis. 

 The reasons that supervised learning has worse 
performances for breast tissue diagnosis are worth 
discussing. On the one hand, homogeneous labelling 
on the whole tissue level would inevitably introduce 
large errors for the patches/tiles that are weakly 
correlated with cancer (such as collagens and 
adipocytes). Such labelling errors would degrade 
prediction accuracy at the patch level. On the other 
hand, whole-tissue level classification is usually 
judged by the percentage of patches (with a threshold) 
that are predicted as benign/malignant, which not 
only has uncertain dependence on the choice of the 
threshold, but also suffers from the variation of tissue 
heterogeneity with varying ratios of collagen areas, as 
can be seen in Figures 2-3. In order to reduce labelling 
error, individual patches should be correctly labeled, 
which would require enormous amount of labeling 
work for pathologists. Weakly supervised learning 
avoids the labeling of patches, aiming at high 
prediction accuracy at the whole-tissue level, even 
though the prediction accuracy at the patch level 
might not be high. For future works, semi-supervised 
learning could be evaluated for breast tissue, which 
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requires the labelling of a small subset of patches with 
high accuracy, and might reach decent prediction 
accuracy at both patch and whole-tissue levels [66]. 

We believe our pursuit of developing an efficient 
and intelligent diagnostic platform for breast biopsy 
based on SRS microscopy could be improved in a few 
ways. Firstly, the current work was only focused on 
the binary classification of benign and malignancy, it 
should be extended to more tumor subtypes (such as 
DCIS) given larger datasets. Secondly, more 
optimized deep-learning algorithms should be 
investigated, including new MIL pooling functions 
[59] and semi-supervised learning [66], to improve the 
accuracy of classification and segmentation for 
various tumor subtypes. Moreover, different types of 
breast tissues other than CNB should also be studied, 
such as surgical specimens for intraoperative 
evaluation of resection margins. To fulfill the practical 
goal of clinical translation, the platform should be 
more integrated and portable with the development 
of fiber-based lasers.  

In short, we have demonstrated the capability of 
SRS microscopy in providing high quality histological 
images of breast CNB, revealing key diagnostic 
features of breast cancer. Weakly supervised learning 
using the MIL algorithm has shown much improved 
diagnostic performance compared with supervised 
learning models. Furthermore, Grad-CAM based 
heatmap activation and semantic segmentation has 
enabled visualization of diagnosis with high spatial 
resolution. Our work paves the way for deep-learning 
assisted SRS histopathology of breast cancer, in the 
potential applications for rapid assessment of needle 
biopsy and intraoperative diagnosis. 
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characteristic; AUC: area under the curve. 

Supplementary Material  
Table S1, clinical information of patients and biopsies; 
Table S2, details of the MIL-CNN model optimization 
procedure; Figure S1, the averaging method for 
generating intact heatmap of SRS image. 
https://www.thno.org/v13p1342s1.pdf  

Acknowledgments 
We acknowledge the financial supports from the 

National Key R&D Program of China (2021YFF 
0502900); National Natural Science Foundation of 
China (61975033, 82003148); Shanghai Municipal 
Science and Technology Major Project (2017SHZ 
DZX01 and 2018SHZDZX01) and ZJLab; Natural 
Science Foundation of Shanghai (22Y11907500, 
22015831400); Shanghai Municipal Science and 
Technology Project (21S11900400, 21Y11910500, 
21Y11904100), and Zhejiang Provincial Natural 
Science Foundation of China (LY20H130005). 

Author Contributions 
M.J. and Y.L.Y. conceived and designed the 

study. Y.F.Y., Z.L. and J.A. performed SRS data 
collection and analysis, Y.F.Y. and Z.J. constructed the 
deep learning model, X.S. and Z.S. helped with tissue 
preparation and medical data interpretation, Y.F.Y., 
J.H., Y.L.Y. and M.J. wrote the manuscript and all 
authors reviewed and approved it. 

Competing Interests 
The authors have declared that no competing 

interest exists. 

References 
1. Wild C, Weiderpass E, Stewart B. World cancer report: Cancer research 

for cancer prevention. IARC. 2020; 23-33. 
2. Bray F, Ferlay J, Soerjomataram I, Siegel RL, Torre LA, Jemal A. Global 

cancer statistics 2018: GLOBOCAN estimates of incidence and mortality 
worldwide for 36 cancers in 185 countries. CA Cancer J Clin. 2018; 68: 
394-424. 

3. Britton P, Duffy S, Sinnatamby R, Wallis M, Barter S, Gaskarth M, et al. 
One-stop diagnostic breast clinics: how often are breast cancers missed? 
Brit J Cancer. 2009; 100: 1873-8. 

4. Underwood JC. Introduction to biopsy interpretation and surgical 
pathology. New York: Springer; 1981. 

5. Gal AA, Cagle PT. The 100-year anniversary of the description of the 
frozen section procedure. JAMA. 2005; 294: 3135-7. 

6. Novis DA, Zarbo RJ. Interinstitutional comparison of frozen section 
turnaround time - A College of American Pathologists Q-probes study of 
32,868 frozen sections in 700 hospitals. Arch Pathol Lab Med. 1997; 121: 
559-67. 

7. Carney PA, Allison KH, Oster NV, Frederick PD, Morgan TR, Geller BM, 
et al. Identifying and processing the gap between perceived and actual 
agreement in breast pathology interpretation. Mod Pathol. 2016; 29: 
717-26. 

8. Brimo F, Schultz L, Epstein JI. The value of mandatory second opinion 
pathology review of prostate needle biopsy interpretation before radical 
prostatectomy. J Urol. 2010; 184: 126-30. 

9. Elmore JG, Longton GM, Carney PA, Geller BM, Onega T, Tosteson AN, 
et al. Diagnostic concordance among pathologists interpreting breast 
biopsy specimens. JAMA. 2015; 313: 1122-32. 

10. Zhang Z, Chen P, McGough M, Xing F, Wang C, Bui M, et al. 
Pathologist-level interpretable whole-slide cancer diagnosis with deep 
learning. Nat Mach Intell. 2019; 1: 236-45. 

11. Xu J, Gong L, Wang G, Lu C, Gilmore H, Zhang S, et al. Convolutional 
neural network initialized active contour model with adaptive ellipse 
fitting for nuclear segmentation on breast histopathological images. J 
Med Imaging. 2019; 6: 017501. 

12. Filipczuk P, Fevens T, Krzyzak A, Monczak R. Computer-aided breast 
cancer diagnosis based on the analysis of cytological images of fine 
needle biopsies. IEEE Trans Med Imaging. 2013; 32: 2169-78. 

13. Xu J, Xiang L, Liu Q, Gilmore H, Wu J, Tang J, et al. Stacked sparse 
autoencoder (SSAE) for nuclei detection on breast cancer histopathology 
images. IEEE Trans Med Imaging. 2016; 35: 119-30. 

14. Haka AS, Shafer-Peltier KE, Fitzmaurice M, Crowe J, Dasari RR, Feld 
MS. Diagnosing breast cancer by using Raman spectroscopy. Proc Natl 
Acad Sci U S A. 2005; 102: 12371-6. 



Theranostics 2023, Vol. 13, Issue 4 
 

 
https://www.thno.org 

1353 

15. Brozek-Pluska B, Musial J, Kordek R, Bailo E, Dieing T, Abramczyk H. 
Raman spectroscopy and imaging: applications in human breast cancer 
diagnosis. Analyst. 2012; 137: 3773-80. 

16. Shang LW, Ma DY, Fu JJ, Lu YF, Zhao Y, Xu XY, et al. Fluorescence 
imaging and Raman spectroscopy applied for the accurate diagnosis of 
breast cancer with deep learning algorithms. Biomed Opt Express. 2020; 
11: 3673-83. 

17. Liao ZY, Lizio MG, Corden C, Khout H, Rakha E, Notingher I. Feasibility 
of integrated high-wavenumber Raman imaging and fingerprint Raman 
spectroscopy for fast margin assessment in breast cancer surgery. J 
Raman Spectrosc. 2020; 51: 1986-95. 

18. Freudiger CW, Min W, Saar BG, Lu S, Holtom GR, He C, et al. Label-free 
biomedical imaging with high sensitivity by stimulated Raman 
scattering microscopy. Science. 2008; 322: 1857-61. 

19. Saar BG, Freudiger CW, Reichman J, Stanley CM, Holtom GR, Xie XS. 
Video-rate molecular imaging in vivo with stimulated Raman scattering. 
Science. 2010; 330: 1368-70. 

20. Cheng JX, Xie XS. Vibrational spectroscopic imaging of living systems: 
An emerging platform for biology and medicine. Science. 2015; 350: 
aaa8870. 

21. Ao JP, Feng YQ, Wu SM, Wang T, Ling JW, Zhang LW, et al. Rapid, 3D 
chemical profiling of individual atmospheric aerosols with stimulated 
Raman scattering microscopy. Small Methods. 2020; 4: 1900600. 

22. Fu D, Lu FK, Zhang X, Freudiger CW, Pernik DR, Holtom GR, et al. 
Quantitative chemical imaging with multiplex stimulated Raman 
scattering microscopy. J Am Chem Soc. 2012; 134: 3623–6. 

23. Lu FK, Ji M, Fu D, Ni X, Freudiger CW, Holtom G, et al. Multicolor 
stimulated Raman scattering (SRS) microscopy. Mol Phys. 2012; 110: 
1927-32. 

24. Ozeki Y, Umemura W, Otsuka Y, Satoh S, Hashimoto H, Sumimura K, et 
al. High-speed molecular spectral imaging of tissue with stimulated 
Raman scattering. Nat Photon. 2012; 6: 844-50. 

25. Ji M, Orringer DA, Freudiger CW, Ramkissoon S, Liu X, Lau D, et al. 
Rapid, label-free detection of brain tumors with stimulated Raman 
scattering microscopy. Sci Transl Med. 2013; 5: 201ra119. 

26. He R, Xu Y, Zhang L, Ma S, Wang X, Ye D, et al. Dual-phase stimulated 
Raman scattering microscopy for real-time two-color imaging. Optica. 
2017; 4: 44-7. 

27. Yang Y, Chen L, Ji M. Stimulated Raman scattering microscopy for rapid 
brain tumor histology. J Innov Opt Heal Sci. 2017; 10: 1730010-21. 

28. Zhang L, Shen S, Liu Z, Ji M. Label-Free, Quantitative imaging of 
MoS2-nanosheets in live cells with simultaneous stimulated Raman 
scattering and transient absorption microscopy. Adv Biosyst. 2017; 1: 
e1700013. 

29. Orringer DA, Pandian B, Niknafs YS, Hollon TC, Boyle J, Lewis S, et al. 
Rapid intraoperative histology of unprocessed surgical specimens via 
fibre-laser-based stimulated Raman scattering microscopy. Nat Biomed 
Eng. 2017; 1: 1-13. 

30. Zhang L, Wu Y, Zheng B, Su L, Chen Y, Ma S, et al. Rapid histology of 
laryngeal squamous cell carcinoma with deep-learning based stimulated 
Raman scattering microscopy. Theranostics. 2019; 9: 2541-54. 

31. Zhang L, Zou X, Huang J, Fan J, Sun X, Zhang B, et al. Label-Free 
Histology and Evaluation of Human Pancreatic Cancer with Coherent 
Nonlinear Optical Microscopy. Anal Chem. 2021; 93: 15550-8. 

32. Tian F, Yang W, Mordes DA, Wang JY, Salameh JS, Mok J, et al. 
Monitoring peripheral nerve degeneration in ALS by label-free 
stimulated Raman scattering imaging. Nat Commun. 2016; 7: 13283. 

33. Ji M, Lewis S, Camelo-Piragua S, Ramkissoon SH, Snuderl M, Venneti S, 
et al. Detection of human brain tumor infiltration with quantitative 
stimulated Raman scattering microscopy. Sci Transl Med. 2015; 7: 
309ra163. 

34. Ji M, Arbel M, Zhang L, Freudiger CW, Hou SS, Lin D, et al. Label-free 
imaging of amyloid plaques in Alzheimer's disease with stimulated 
Raman scattering microscopy. Sci Adv. 2018; 4: eaat7715. 

35. Liu Z, Su W, Ao J, Wang M, Jiang Q, He J, et al. Instant diagnosis of 
gastroscopic biopsy via deep-learned single-shot femtosecond 
stimulated Raman histology. Nat Commun. 2022; 13: 4050. 

36. Zhang B, Xu H, Chen J, Zhu X, Xue Y, Yang Y, et al. Highly specific and 
label-free histological identification of microcrystals in fresh human gout 
tissues with stimulated Raman scattering. Theranostics. 2021; 11: 
3074-88. 

37. Hollon TC, Lewis S, Pandian B, Niknafs YS, Garrard MR, Garton H, et al. 
Rapid Intraoperative Diagnosis of Pediatric Brain Tumors Using 
Stimulated Raman Histology. Cancer Res. 2018; 78: 278-89. 

38. Hollon TC, Pandian B, Adapa AR, Urias E, Save AV, Khalsa SSS, et al. 
Near real-time intraoperative brain tumor diagnosis using stimulated 
Raman histology and deep neural networks. Nat Med. 2020; 26: 52-8. 

39. Hollon TC, Pandian B, Urias E, Save AV, Adapa AR, Srinivasan S, et al. 
Rapid, label-free detection of diffuse glioma recurrence using 

intraoperative stimulated Raman histology and deep neural networks. 
Neuro Oncol. 2021; 23: 144-55. 

40. Wang X, Chen H, Gan C, Lin H, Dou Q, Tsougenis E, et al. Weakly 
supervised deep learning for whole slide lung cancer image analysis. 
IEEE Trans Cybern. 2020; 50: 3950-62. 

41. Mercan C, Aksoy S, Mercan E, Shapiro LG, Weaver DL, Elmore JG. 
Multi-instance multi-label learning for multi-class classification of whole 
slide breast histopathology images. IEEE Trans Med Imaging. 2018; 37: 
316-25. 

42. Zhu W, Lou Q, Vang YS, Xie X. Deep multi-instance networks with 
sparse label assignment for whole mammogram classification. 20th Int 
Conf Med Image Comput Comput Assist Interv. 2017; 603-11  

43. Zhou Z, Sun Y, Li Y. Multi-instance learning by treating instances as 
non-iid samples. Proc 26th Annu Int Conf Mach Learn. 2009; 1249-56. 

44. Wang XG, Yan YL, Tang P, Bai X, Liu WY. Revisiting multiple instance 
neural networks. Pattern Recogn. 2018; 74: 15-24. 

45. Xu Y, Mo T, Feng Q, Zhong P, Lai M, Chang EIC, et al. Deep learning of 
feature representation with multiple instance learning for medical image 
analysis. Proc IEEE Int Conf Acoust Speech Signal Process. 2014; 
1626-1630. 

46. Campanella G, Hanna MG, Geneslaw L, Miraflor A, Werneck Krauss 
Silva V, Busam KJ, et al. Clinical-grade computational pathology using 
weakly supervised deep learning on whole slide images. Nat Med. 2019; 
25: 1301-9. 

47. Dietterich TG, Lathrop RH, LozanoPerez T. Solving the multiple instance 
problem with axis-parallel rectangles. Artif Intell. 1997; 89: 31-71. 

48. Iizuka T, Fukasawa M, Kameyama M. Deep-learning-based 
imaging-classification identified cingulate island sign in dementia with 
Lewy bodies. Sci Rep. 2019; 9: 8944. 

49. Sun H, Zeng X, Xu T, Peng G, Ma Y. Computer-aided diagnosis in 
histopathological images of the endometrium using a convolutional 
neural network and attention mechanisms. IEEE J Biomed Health 
Inform. 2020; 24: 1664-76. 

50. Tang Z, Chuang KV, DeCarli C, Jin LW, Beckett L, Keiser MJ, et al. 
Interpretable classification of Alzheimer's disease pathologies with a 
convolutional neural network pipeline. Nat Commun. 2019; 10: 2173. 

51. Chan L, Hosseini MS, Rowsell C, Plataniotis KN, Damaskinos S. 
HistoSegNet: Semantic segmentation of histological tissue type in whole 
slide images. 2019 IEEE Int Conf Comput Vis. 2019; 10661-70. 

52. Fan M, Chakraborti T, Eric I, Chang C, Xu Y, Rittscher J. Fine-grained 
multi-instance classification in microscopy through deep attention. 2020 
IEEE Int Symp Biomed Imaging. 2020; 169-73. 

53. Zeiler MD, Fergus R. Visualizing and understanding convolutional 
networks. Eur Conf Comput Vis. 2014; 818-33. 

54. Erhan D, Bengio Y, Courville A, Vincent P. Visualizing higher-layer 
features of a deep network. University of Montreal. 2009; 1341: 1. 

55. Zhou B, Khosla A, Lapedriza A, Oliva A, Torralba A. Learning deep 
features for discriminative localization. Proc IEEE Comput Soc Conf 
Comput Vis Pattern Recognit; 2016. 2921-9. 

56. Selvaraju RR, Cogswell M, Das A, Vedantam R, Parikh D, Batra D. 
Grad-cam: Visual explanations from deep networks via gradient-based 
localization. Proc IEEE Int Conf Compt Vis. 2017; 618-26. 

57. Springenberg JT, Dosovitskiy A, Brox T, Riedmiller M. Striving for 
simplicity: The all convolutional net. arXiv:14126806. 2014. 

58. Das K, Conjeti S, Roy AG, Chatterjee J, Sheet D. Multiple instance 
learning of deep convolutional neural networks for breast 
histopathology whole slide classification. 2018 IEEE Int Symp Biomed 
Imaging. 2018; 578-81. 

59. Ilse M, Tomczak J, Welling M. Attention-based deep multiple instance 
learning. Int Conf Mach Learn. 2018; 2127-36. 

60. He K, Zhang X, Ren S, Sun J. Deep residual learning for image 
recognition. Proc IEEE Comput Soc Conf Comput Vis Pattern Recognit. 
2016; 770-8. 

61. Xie S, Girshick R, Dollár P, Tu Z, He K. Aggregated residual 
transformations for deep neural networks. Proc IEEE Comput Soc Conf 
Comput Vis Pattern Recognit. 2017; 1492-500. 

62. Yang Y, Yang Y, Liu Z, Guo L, Li S, Sun X, et al. Microcalcification-based 
tumor malignancy evaluation in fresh breast biopsies with hyperspectral 
stimulated raman scattering. Anal Chem. 2021; 93: 6223-31. 

63. Rivenson Y, Wang H, Wei Z, de Haan K, Zhang Y, Wu Y, et al. Virtual 
histological staining of unlabelled tissue-autofluorescence images via 
deep learning. Nat Biomed Eng. 2019; 3: 466-77. 

64. Shin KS, Laohajaratsang M, Men S, Figueroa B, Dintzis SM, Fu D. 
Quantitative chemical imaging of breast calcifications in association with 
neoplastic processes. Theranostics. 2020; 10: 5865-78. 

65. Fu D, Holtom G, Freudiger C, Zhang X, Xie XS. Hyperspectral imaging 
with stimulated Raman scattering by chirped femtosecond lasers. J Phys 
Chem B. 2013; 117: 4634-40. 



Theranostics 2023, Vol. 13, Issue 4 
 

 
https://www.thno.org 

1354 

66. Yu G, Sun K, Xu C, Shi XH, Wu C, Xie T, et al. Accurate recognition of 
colorectal cancer with semi-supervised deep learning on pathological 
images. Nat Commun. 2021; 12: 6311. 

 


